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Abstract—A second-generation verified integral model for single-source cooling tower plume dispersion is
presented. The formulation of the model contains more physics than other contemporary integral models.
Its predictions are corapared with 59 field data cases and with 47 laboratory data cases, as well as with the
predictions of several other models known to yield relatively accurate results. For single-source data, the

- .inodel performs as well as the two most accurate integral models from the group of 14 we have tested.
‘However, unlike those other two models, the model developed by Argonne National Laboratory and the
University of Illinois (the ANL/UI model) is formulated to predict plumes from multiple sources also. For
field data, the model is able to predict visible plume rise within a factor of 2.0 in 75% of cases, and visible
plume length within a factor of 2.5 in 70% of cases. For laboratory data, the mean error in trajectory
predictions is 20% of rise, and the mean error in dilution predictions is 30%. For one-dimensional integral
models these are now state-of-the-art levels of predictive accuracy.

Key word index: Plume model, cooling tower, atmospheric diffusion, numerical modeling, integral model,
environmental impacts of electrical generation.

NOMENCLATURE N, number of p; values between 0.5 and 2.0 (29)
N, number of p; values (length only) between 0.4 and
. . L . 2.5 (30)
Units are all in the meter—kilogram-second system with
temperatures in Kelvin, except as noted. The nuri'lber of the Ny number of p; values between 0.2 am'i 30 (3!) .
eqn.ation, section or table where the symbol is first used is Ne number of data cases where no definite prediction
given in parentheses after the definition: was made: (32) .
0 as subscript refers to values at tower exit plane
ap As subscripts, ‘ambient’ and ‘plume’ (1, 3) a7 :
C, ratio of wake cavity length to plate characteristic = Py one-half of equivalent plate height (19)
iength (24) Py equivalent plate width (19)
Cy coefficient for entrainment due .o aimospheric Q, saturatign mixing ratio at temperature 7, pressure
diffusion (25) p (section 3.8)
Cy length parameter for cavity height above tower R, plate aspect ratio (18)
17) . Iy effective radius of equivalent plate wake (21)
Cy length parameter for cavity extent downwind of R, radius of ‘momentum’ plume (1)
plate (17) R, NDCT outlet radius (section 3.5)
C, specific heat at constant pressure of dry air R, radius of ‘moisture’ plume (section 3.1)
Tkg=1°C 1) (6) R radius of ‘temperature’ plume (section 3.1)
Cw - length parameter for cavity width from centerline s " distance along plume centerline (Fig. 1)
ane: 17 T.»o temperature of ambient, plume (Kelvin) (6, 11)
Cu . .alibration constant for vertical force due to U ambient air velocity, function of z (ms~1) (9)
wak : suction (17) V. plume horizontal velocity, function of s (ms ') (4)
C.. r-.:0 of wake entrainment velocity to rms turbu- V¥ to:al plume velocity: (W2 +¥2)'2 (1)
Ianc= velocity (23) | A norm?” hent-over plume entrainment velocity (3)
D NDCT outlet diameter (=2R,) (section 5.2) V. a4 itrainment velocity due to wake turbulent
F, injtial densimetric Froude number 1. ang (23) g
W_T24Ry(Ap)/p1*/? (section 4.1) |24 alternate entrainment velocity in atmospheric dif-
a acceleration of gravity (9.806 ms™2) (11) fusion phase (25) o~
i hzigat of NDCT (Table 2) w plume vertical velocity, functéop of s (ms™!) (5)
E kzight of tower housing (1/2 of effective plate X, , mixing ratio of water vapor in ambient, plume
Leight) (section 3 7) (g/gda) (14, 7)
k crossflow ratio: « vind speed at tower top)fexit X downwind extent or length of wake cavity (24)
s aQ¥glocity) (sectio— 4.1) x downwind distance from center of tower exit (Fig.

L, latent heat of-evaporation of water (J kg~ 1y (6) 1)
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z distance above tower exit (Fig. 1)

I3 plate characteristic length (18, 20)

* as superscript denotes virtual temperatures (11)

A shape function for turbulence intensity in wake
(18, 22)

Ax, upwi fiset of plate from tower geometrical
center (Ta®1E 2)_,

n defined as—p,g(8Q,/dp) (14)

D, plume liquid water flux (8)

®, plume enthalpy flux (6)

D, plume horizontal momentum flux (4)

D, plume mass flux (1)

D, plume total water flux (7)

D, plume vertical momentum flux (5)

o first entrainment coefficient (1)

B second entrainment coefficient (1)

Pa dry adiabatic lapse rate (30.01°Cm™1) (12)

0 angle of plume centerline with respect to the hori-
zontal (9)

A ratio: (area of moisture core)/(area of temperature
plume) (6)

M fractional entrainment rate defined in Equation
3

v ratio: (area of momentum plume)/(area of temper-
ature plume) (11)

Pa ambient air density (kgm~3) (3)

p; ratio: (predicted value)/(observed value) for jth
data point (29)

Pe density of plume air, pointwise (12)

Po density of plume air averaged over momentum
radius (1)

Prog absolute-log-mean of predicted/observed ratios
(34)

p; mean of predicted/observed ratios (33)

o, rms longitudinal turbulence velocity in the wake
of the tower (18)

4 liquid water mixing ratio (gm/gmda) (6)

Om standard deviation of p; distribution (Table 4)

Olog standard deviation of distribution of |log,op;l-
values (Table 4)

T defined as: 0Q,/6T (14)

X defined as: AL,7/C, (14).

1. INTRODUCTION

Numerous mathematical models are available in the
literature for predicting the dispersion of vapor
plumes from natural draft cooling towers (NDCTs)
and from mechanical draft cooling towers (MDCTs).
The successes and failures of over-a dozen of these
competing models have been presented in an exten-
sive study by Carhart et al. (1982). In that paper, the
performance of each model was compared with field
data from five studies and laboratory data from one
investigation. In addition, the theoretical formula-
tions of the models were analysed to determine the
causes of the model/data discrepancie observed. The
study concluded that the existing | “ls needed im-

provement 1n five areas. models

(1) The models could not simultaneously predict
correct bendingand dilution. Models that predicted
correct bending significantly overpredicted dilution.
Models that predicted correct dilution led to too little
bending.
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(2) The feedback effects on plume'dynamics result-
ing from the treatment of thermodyifamics' (conden-
sation and evaporation) in these tno'dels; were tod
great. -
(3) The models contained an madequate treatment
or no treatment of the effects of tower wake on plume
trajectory and dilution.

(4) Most models had no treatment or ah‘incorrect
treatment of atmospheric diffusion effects. Onde 'the
effects of initial momentum and buoyancy die out;
atmospheric diffusion is very 1mportant for long
plumes. .

(5) The treatment of plume merglrig for multmle
sources is oversimplified, leading to poor predict’ ns
of plume size and location from multiple sources; °

Except for item 5, all of these problems have beeh
addressed by improvements embodied in the ANL/UI
model for single source cooling tower plume disper-

sion presented in this paper. Item § has been treated in - :

the multiple-source-plume extension of the model,
which will be detailed in Part II of this paper.

A major reason for the generally poor performance
of existing models based on the large plume data base
presented in Carhart et al. (1982) is that most of these
models were developed at a time when good cooling-
tower plume data were unavailable. Over the past
several years, however, excellent data have been ac-
quired, and these data permit the development. of
second-generation models that: (a) avoid the theoret-
ical problems attendant with the first-generation
models, as enumerated above, and (b) compare well
with the newly acquired laboratory and field data.

The purpose of this paper is to present a mode! that
provides new theoretical solutions to problem areas
1-4 above and that also performs well in tests with the
new data base. This data base includes laboratory
data from the U.S. and France, and field data from
single-source cooling towers at Chalk Point, MD, and
Paradise, KY, in the U.S,, at Liinen and Philippsburg:
in the F.R.G,, and at Gardanne in France.

2. CURRENT STATUS OF SINGLE-SOURCE COOLING
TOWER PLUME MODELS

The practical requirements of a cooling-tower
plume model are that it should: (a) be inexpensive to
run (to allow a large number of cases to be simulated),
and (b) provide good single-case accuracy. Two basic
types of single-source model have been developed to
try to meet these two requirements: closed form and
integral. In the closed-form models, algebraic equa-
tions are obtained for plume trajectory and plume
properties as a function of distance along the center-
line, or distance downwind. While such models are the
least expensive to run, they sacrifice accuracy of
plume representation under the full range of ambient
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conditions. By contrast, in the integral models; a set of
coupled ordinary non-linear differential equations are
solved to viekd plume trajectory and properties. Al-
though the integral models are obviously more ex-
pensive to run, they offer better predictive accuracy,
especially in caseés where plume predictions are very
sensitive to details of the ambient profiles. The closed-
form models are basically integral models with addi-
tional simplifying assumptions that allow closed-form
integration of the equations.

Because the ANL/UI model is of the integral type,
only existing integral model formulations will be
considered for comparison. Integral models conserve
fluxes of physical plume properties, while representing
the progressive ditution of the plume by mixing with a
progressively larger volume of ambient air. All models
¢ontain an entrainment assumption to represent this
mixing of the original plume air with ambient air,
usually by specifying a parameterized entrainment
velocity. The rate at which ambient air is being in-
corporated into the plume is obtained by multiplying
* this velocity by the circumference of the plume and the
" thickness of the differential slice, as in Fig. 1. The
differential equations of the model are represented by

the conservation of mass, horizontal momentum, ver-

tical momentum, enthalpy, and total water (with the

assumption of 100% relative humidity (r.h.) when
. liquid water is present).

To formulate the improved, ANL/UI, model a
‘generic model’ was used, in which a number of
competing assumptions gleaned from the other integ-
ral models in our earlier Carhart et al. (1982) study
were included in the model code and were integer-
switch selected. This procedure allowed investigation
of a wider range of possible assumptions for each
significant aspect of model formulation. Included
were three entrainment assumptions; several drag
force formulas; different spreading rates for heat,
moisture; and momentum; and the use or omission of
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energetic effects of moisture thermodynamics. For
calibration purposes, a large data base was used to
identify a clearly superior set of physically plausible
assumptions. When examined theoretically, these
assumptions also seemed to agree best with what is
known about plume structure ahd behavior.

The most importagt facker in accurately predicting
plume evolutions the mass entrainment rate, which
governs the rate of dilution of plume properties. Sev-
eral popular entrainment assumptions were com-
pared in the generic model. All models assume an
Archimedes-type buoyancy force acting on the plume
to increase its vertical velocity. On the other hand, the
entrained air brings with it zero vertical momentum,
thus tending to reduce the plume’s vertical velocity.
The horizontal momentum brought into the plume
with the entrained air causes the plume’s horizontal
velocity to increase. If no additional forces act on the
plume, the relatipnship between the dilution rate of
the plume and its rate of bendover is thus determined.

Some models assume no additional real or effective
forces. These models either predict plumes that bend
over too slowly, or have a visible region that is too
short, showing overdilution. To resolve these prob-
lems in the ANL/UI model, the ‘bentover plume’
assumption (an effective force) is employed, and ver-
tical forces from the tower wake region are also
included. The bentover plume assumption requires
that at tower exit, horizontal plume velocity equals
ambient wind speed. Furthermore, experimental data
suggest that the plume has an internal structure with a
smaller ‘heat core’ and a larger ‘momentum core’ in
the plume cross-section (sece George et al., 1976;
Briggs, 1975; Nakagome and Hishida, 1977). In light
of these data, the ANL/UI model utilizes two different
radii: one for the temperature-elevated region, and a
larger one for the reffien where plume velocity differs
from the ambient, agilfustrated in Fig. 2. The physical
effect of assuming two radii is that the smaller heated

[T

T,@ O

Fig. 1. Quantities representing ANL/UI model variables.
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Fig. 2. Three radii of the ANL/UI model: momentum plume, temperature
g plume and moisture core.

region at the core provides the buoyancy for accel-
erating the larger momentum-containing region. As
a result, buoyancy effects are lessened, which, in
turn, contribute to more accurate trajectory/dilution
results.

A second problem existing models have in predict-
ing observed plumes is in representing the proper
feedback of thermodynamics to plume dynamics due
to condensation and evaporation of liquid water. The
main physical effect involved is that as a saturated
plume rises, it cools, not at the dry adiabatic lapse rate
of 0.01°Cm™* but at the saturation adiabatic lapse
rate, ranging from 0.003 to 0.002°C m~!. Therefore,
even when the ambient stratjfication tends toward
stable, the plume can still behgve unstably. Under
most atmospheric conditions, the inclusion or exclu-
sion of thermodynamics has little effect on the plume
predictions of the model. However, in the 10-20% of
field cases in which thermodynamics are important,
both plume trajectory and plume length predictions
are sensitive to thermodynamic assumptions. For
example, our findings indicate that in 10-20% of the
cases, the models will not be able to predict the very
large plumes if the models exclude moisture thermo-
dynamics by treating the sum of liquid and vapor as a
passive conserved tracer. Conversely, models will
overestimate thermodynamic effects if the models
include moisture thermodynamics and.assume -that
liquid water occurs across the en Je plume cross-
section.

The ANL/UI model is based on experimental data
by Hanna (1975), which paves the way for developing
a proper assumgtion for determining the correct ther-
modynamic feedback on plume dynamics. That as-
sumption is that full thermodynamics will occur, but
only across a ‘moisture core’ at the center of the
temperature plume (see Fig. 2, which also illustrates

this assumption). In the ANL/UI model, the ratio of
the area -of the moisture core to the temperature-
elevated core is held fixed (after the zone of flow
establishment) at about 50%, a ratio that is in agree-
ment with Hanna (1975). In particular, Hanna ob-
served - that a collection of separated parcels or
‘clumps’ of saturated air with liquid water occupied
on average 50% of the plume’s cross-sectional area.
However, a model with actual parcels need not be
adopted, because the same thermodynamic effects are
produced if we assume, instead, a continuous mois-
ture core at the center of the plume. Clearly, this
assumption leads to thermodynamic effects of inter-
mediate strength that much more accurately represent
the observed plume development.

The ANL/UI model also incorporates a separate
entrainment formalism during the atmospheric diffu-
sion phase and a physically reasonable additional
mixing occurring in the tower wake, thus addressing
problem areas 3 and 4 identified in the Introduction
above.

3. FORMULATION OF THE ANL/UI MODEL

The ANL/UI model is a one-dimensional model, in
which the independent variable is taken to be the
distance s along the centerline from the tower outlet
plane. The plume is assumed to be axisymmetric for
rotations around the centerline in a given cross-
section. Variables that describe basic plume geometry
are defined in Fig. 1 and in the Nomenclature above. -
Plume variables such as velocity, temperature, and
moisture are assumed to be constant from the center-
line out to a corresponding radius. The ANL/UI
model contains three. separate radii, as described
above and as illustrated in Fig. 2. Plume velocity is
present from the center out to radius R,,. The temper-
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ature of the plume is elevated from the center out to

radius RERm/\/ v, where v is d constant to be deter-
mined by calibration of the model to field and labor-
atory data, as discussed below. Plume moisture, and
liquid water if present, occupy the region from the

center out to a radius RwEﬁR =./A/vR,. The
constant 4 is also to be determined by model calib-
ration. The significance of A and v is discussed below.

A set of eight coupled, non-linear, ordinary differ-
ential equations for time-averaged steady-state fluxes
as a function of s are solved from initial conditions.
The conserved fluxes are mass, horizontal momen-
tum, vertical momentum, enthalpy and total water.
There is also 2n equation insuring that the r.h. of the
plume will be 100% whenever liquid water is present.
The two geometrical equations that relate dx/ds and
dz/ds to the plume velocity components complete the
set of eight equations as shown in Table 1.

The derivations of the equations are based on mix-
ing a mass Am of ambient air with a slice of plume air
of thickness As, while conserving the fluxes and main-
taining the saturation condition. The derivations from
the conservation laws are lengthy, and since they have
been presented in full detail in Carhart et al. (1981),
they will not be repeated here. The amount of ambient
air, Am, that mixes is parameterized in terms of an
‘entrainment velocity’. Let @, denote the mass flux for
flow.through a plume cross-section, as given in Equa-
tion (1)

mass flux: ®,=nR2p, V. (1)

Then the fractional entrainment rate u and the en-
trainment velocity ¥, are defined by the following:

'—_=”q)m9 (2)
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where

pmm &)

It is assumed that the mass Am of ambient air brings
with it centerline ambient valdés offiomentum, heat,
and moisture. The four % in addition to the mass
flux, that must be ¢onserved on physical grounds are
the following:

horizontal momentum flux: ®@,,=V,®, 4)
vertical momentum flux: D, =W, %)
“  C,T,+ALX
enthalpy flux: o="2L _"Po, (6)
v
X, +
total water flux: @, =-2 01(1),“. U
: v

Separately, the Hquid water and the water vapor
fluxes are not necessarily conserved. However, their
sum, the total water flux, is conserved. The liquid
water flux is-

Ao
Opy=" O (8)

liquid water flux:
The equation for the flux of liquid water is based on
the mixing due to entrainment of ambient air and the
assumption that when liquid water is present, the
plume relative humidity is exactly 100%. The model
differential equations that result from these conserva-
tion laws and the specific entrainment assumption
used are Equ#tions (9)—(16), as given in Table 1.
Where the errof is small, the variation of ambient
properties with height has been omitted in obtaining

these equations. Primitive plume variables of velocity,
oo

Table 1. Governing differential equations for the ANL/UI plume s#8del beyond the
region of wake influence and before the atmospheric diffusion phase (see Nomenclature)

do,,
d—='u(l>..., V.=a|V—Ucos8|+pUsinb n 9)
S .
do,, . .
=(u®,,)U; V,=U (bentover plume assumption) (10)
s
’
do,,, T*—T*
=®'“i( ,, 4") ! )
ds v T*
do, - W p o
—=—C,— b7, —+—| C,T,+iL,X, | D, (12)
ds 124 Py Vv
do,,, A X ;
ds h " v : . % ) ( )
dq’lw CP(Dm X {( Pa H) w [ Xp—Xa } haan
“as I 1oy Wt e (1= T)— 14
ds va 1 +x Ya P T vV L ( |4 ) T 2 ( )
dx U 15‘
ds Vv ( ,
dz W T
v (16)

s v
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temperature, water vapor, and liquid water may be
obtained ffomthe fluxes by solving Equations (1) and
(4)—(8) above.

Included within the framework of the model’s basic
equations in Jable 1 are some special features that
represent, as accurately as possible, other aspects of
the plume’s physical behavier. Since details are avail-
able in Carhart et al. (1981), only-a brief description of
each feature will be given here.

3.1. Plume temperature

As described above, the model assumes different
temperature and momentum radii. Studies of air jets
with exit densimetric Froude numbers in the range of
0.5-1.0 (typical of NDCTs) sBow that the temper-
ature-elevated plume area is smaller by a factor of
1.1-2.2 than the momentum-elevated plume area. (See
George et al, 1976; Briggs, 1975, Nakagome and
Hishida, 1977.) The smaller values have been attribu-
ted to plumes without crossflow'! while the larger
values, according to Briggs, are for highly bentover
plumes. The temperature, approximafely a passive
scalar, mixes radially more slowly than does the
momentum. This phenomenon has also been seen in
concentration studies.

3.2. Plume moisture

As previously, the model assumes a smaller moist-
ure radius than temperature radius. Hanna experi-
mentally showed that the ratio of plume cross-
sectional area occupied by saturated clumps or par-
cels of air was 50% of the total temperature-elevated
area. Whether the clumps are contiguous in a ‘core’
picture, or distributed throughout the plume cross-
section, the energetics and the mixing are the same.
What does affect the strength of goisture effects is the
fractional entrainment rate, and the percentage of
plume cross-sectional area ocapied by liquid water.

S e

3.3. Bentover plume assumption

As introduced above, one of the more successful
theoretical assumptions—the ‘bentover plume’ as-
sumption—has been included in the ANL/UI model.
This assumption means that the plume horizontal
velocity is taken to equal the ambient velocity at
plume height at all times, including immediately on
exit from the tower. In one sense, this is like assuming
an infinite horizontal drag force whenever the plume’s
horizontal velocity differs from the ambient velocity.
In this model, no vertical drag force is assumed.
Davidson (1989) has argued that the ‘effective mass’ or
‘added mass’ introduced by using a larger momentum
radius than temperature radius is similar in physical
effect to a vertical drag force.

3.4. Zone for flow establishment

At the tower exit, the three radii—R,,, R and R,—
are all equal, and the profiles are ‘top hat’ or constant
across the exit plane. While the flow is being fully
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established as it travels downwind, the profiles change
into a Gaussian shape with different widths (represen-
ted by equivalent top-hat distributions with different
radii). The formula for the length of this zone, as a
function of the ratio of the cross-flow- velocity to the
exit velocity (k) is taken from Fan (1967); and the
model includes a smooth transition from exit plane
conditions to fully established flow conditions that
satisfies all conservation equations. ‘

3.5. Initial liquid water content v

Under conditions that favor. large plumes, the
amount of initial liquid water assumed for the plume
can affect plume length and rise predictions greatly.
Consequently, the ANL/UI model incorporates the
results of work by Dibelius and Ederhof (1977), which
relate readily available tower performance temper-
atures and ambient conditions to emitted liquid water
density, g,. In all calibration and verification runs, we
used either measured values of g4, values computed
from the formula of Dibelius and Ederhof, or (if the
required temperatures were not reported) a generic
liquid water value that is typical of average field
measurements, 0.0005 g (liquid water)/g (moist air).

3.6. Tower wake effects on trajectory

The low pressure on the downwind side of the
tower housing will produce a force at an angle on the
plume that is proportional to the square of the wind
speed at tower top. The wake can be divided into two
major regions: the recirculation cavity and the far
wake. The recirculation cavity is the region where
mean flow returns toward the body at the center of the
wake. The cavity extends several characteristic
lengths of the object downwind. The far wake starts at
the downwind end of the recirculation cavity, and
continues with decreasing measurable effect far down-
wind. A pressure force is assumed to act on the plume
perpendicular to the centerline. This force acts only in
the vicinity of the recirculation cavity. Under the
bentover plume assumption, the horizontal compon-
ent of this force has no additional effect. The vertical
component of this drag force is

sz= _wappU(z) (Siﬂ 0) exp[—(x/CL)z

—(y/Cw)* —(z/Cu)’]. an

The y-dependence in this equation is needed in order
to average the wake turbulence over the circum-
ference of the plume cross-section. Formulas for the
values of the cavity size factors, C, Cw and Cy, are
given in Table 2 for NDCTs and linear mechanical
draft cooling towers (LMDCTs). Formulas for other
wake parameters, including the offset of the cavity
origin from the center of the housing, Ax,, are also
given there. These formulas have been obtained from
Lemberg (1973) and Hosker (1979). As discussed
below, the single drag force coefficient in Equation
(17), C,4, is fixed during the model calibration phase.
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'3.]. Tower wake effects on dilution rate

Both the recirculation cavity and the far wake
contain enhanced turbulence levels that will cause
more rapid turbulent mixing for the plume, if the
plume is interacting with the cavity and wake. An
additional entrainment velocity was introduced for
portions of the plume that interact with either the
near or the far wake. The method is adapted from one
employed by Halitsky (1977) for dispersion in the
vicinity of a nuclear power plant and its associated
building complex. An ‘effective flat plate’ is specified
with dimensions related to the dimensions of the
building or tower housing. The formulas used for a
NDCT and a LMDCT are given in Table 2. Figure 3
shows how we have positioned the effective plates
with respect to the shells of the towers. Some inter-
pretation has been necessary to apply data for cylin-

A\
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ders and block buildings to the case of cooling‘tower
housings with arbitrary wind directions. For example,
the effective plate in Fig. 3 for the NDCT is located at
the turbulent boundary layer flow-separation points
for a cylinder the diameter of the tower exit, while the
plate for the LMDCT has been attached to the up-
wind corner of the housing. A’ standard height of 3 m
for external fan shronds on the LMDCT has also been
assumed. w

Having established the location and size of the
effective plate, Halitsky then uses laboratory data to
define empirical fits for the rms turbulence velocity
behind such plates from experiments. Assuming
no background turbulence (we also have omitted
entrainment from b}ckground turbulence in our
model), the longitudiﬁal rms turbulence velocity be-
hind the structure is estimated from the laboratory

2
+
4
h y
Fig. 3. Plate placement for: (a) NDCT tower housing, and (b) LMDCT tower housing.
¥
Table 2. Formulas for wake parameters introduced in Equations (17)—20) for
NDCTs and LMDCTs with arbitrary wind angle (see Nomenclature and section 3.6)
0
Parameter NDCT LMDCT)r
Cy 05R, 3+(1.6)H -exp[ —(1.3)P, /H]
Gy 20h Xcp(1—|cosy|) ¥ Xy |sin |
Cw 1.2R, (0.55) Py +(0.85) Py, - exp[ —(0.55) Py, /H]
R, 0.866 (R, /h) Py /(2H)
1 1.861 (hR,)'/? (2HPy,)'? .
Ax, —05R, (0.5)| Licosy| — Wisin ||
Oy =the angle (E of N) made by the tower’s long axis (Fig. 3). R
R - Oy=the angle (E of N) from which the wind blows. -

Y =0;—0y, the angle between the tower’s long axis and the wind.

Xo=L+1.75W/[1+(0.25)W/H].
Py=(H/W)'".

Py =L|cosy|+ Wlsin §|.

Py =Lisiny|+ Wicosy|.

Xcp=W+ L[(3.7) Py —2J/{1+ L[(0.305) P, —0.15)/H }.

T

gt



1566

data or flat plates to be

10,=0.25(x/¢)"**(R,)' P A(y, 2) Uy, - (18)

where U, is the wind speed at plate top and R, is the
plate aspect ratio defined as follows:

RN 14

a1t .
RS Bw/2Pw) 19)

where Py, is the plate width transverse to the wind
(horizontal), and 2Py is the plate height transverse to
the wind (vertical). The constant ¢ is the plate charac-
teristic length, which is the square rodt of the plate’s
area:

¢=2PyR}?=(2Py Py} (20)

Again, the y-dependence is needed to average the
turbulent entrainment and drag}grce over the circum-
ference of the plume cross-section. Halitsky used data
from laboratory experiments which employ a flat
plate in a cross wind with no ground or other bound-
ary interferences. Therefore, he schematizes his build-
ing or other structure of actual height (H) with a plate
of height (2H ) in order properly to apply the laborat-
ory data and to cancel the effect of the presence of the
ground in the prototype. The far wake, beyond the
recirculation cavity, is assumed to be axisymmetric.
Its edge or lateral limit, r,, is also taken as a semi-
circle. The far wake edge grows as x/%, while the
turbulence intensity from Equation (18) decays as
x 7”23, The turbulence pattern in the recirculation
cavity is also assumed to be axisymmetri€, although
the geometry of the plate makes this approximation
less accurate in the cavity. The turbulence levels at
any x in the cavity are equal to those at the end of the
cavity. 5

The distribution in the lateral plane is assumed
to be axially symmetric, A(y,z)=A(r), where r=
(y2+2%)"/2. The wake boundary, ry, is defined as

ry=1.80 (x/¢)3 RS 110¢, 1)

It is only through the size of the wake boundary,
r,, that the x-dependence enters, and the (y,z)-
dependence enters only in r. The form of A(r) that fits
laboratory data on plates is

A { 1.167+0.167sin[7.121(rfr, — 0.221)],
rjl=
0.733 +0.600sin[ 7 — 5.622(r/r,—0.162)],

To obtain the wake dilution effects in the model, an
excess entrainment velocity is then defined by

Ve=Cu 0y, (23)
where @, is the rms turbulence velotity as calculated
from Equation (18) averaged over the circumference
of the plume. The constant C,,, therefore becomes an
additional calibration coefficient.

To extend Halitsky’s method to include the effects
of the recirculation cavity, we assume that the cavity
length, X, is related to the plate dimensions by

Xc=C,t, (24)
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where ¢ is the plate characteristic length from Equa-
tion (20). The constant C, is a model calibration
coefficient. Our calibration of C, yielded a value of
1.0, whereas the value for actual plates lies between 2
and 3.

3.8. Atmospheric diffusion phase

When the rising plume encounters stable ambient
air, it eventually reaches zero buoyancy. However,
because it still possesses momentum at this point, it
keeps rising until it becomes negatively buoyant and
then finally stops rising. After this point, the plume air
descends and performs a series of oscillations about
the zero-buoyancy point that damp out within a few
cycles due to continuing entrainment, the Brunt-
Vaisala oscillations. The integral plume models are
not well formulated to represent the oscillating phase
accurately. Therefore, in the ANL/UI model a simpli-
fied picture of the leveling-off of the plume in stable air
is adopted. When the plume’s buoyancy first vanishes,
the vertical velocity is set to zero, and the plume
variables are readjusted to conserve fluxes. This pro-
cedure defines the final height of rise, provided the
plume is still visible. .

After final rise has been achieved, the plume is
considered to be in the atmospheric diffusion phase.
Unfortunately, because atmospheric turbulence in el-
evated inversions is not well studied, only qualitative
information is known for plumes in the leveled-off
phase. It takes stably stratified air, usually that in the
first elevated inversion, to stop the rising plume.
In fluid with a strong stable stratification and grid-
generated turbulence, it has been shown that eddies
that mix vertically die out, while those that mix hori-
zontally do not (Britter et al, 1983). In the atmo-
sphere, this effect seems to give rise to the ‘fanning’
plumes so often observed in the field—plumes that
grow laterally, but not vertically, even over many
kilometers (e.g. Davies, 1959). Even the proper time or
distance dependence of plume width growth in the
horizontal has not been characterized experimentally,

0<r/r,<0.441)
0441 <r/r,<1).

22)

though theoretical estimates of growth as x%* and
x2/5 have been advanced. Furthermore, it has not
been discovered yet how to relate the coefficient of
such growth to readily observable meteorological
variables.

In light of these uncertainties, therefore, .the
ANL/UI model does not include a complex atmo-
spheric diffusion submodel, but simply uses an old
suggestion of Briggs (1969), obtained from measure-
ments of releases of tracer under neutral conditions.
The effective growth rate of these spherical regions of
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tracer was measured to be x*2. The entrainment
velocity implied by:these diffusion rates, called ¥, and
given by Equation (25), replaces ¥, in Equation (9)
after the zero-buoyancy point is reached, as expressed
in the following formula:

V=Cy(UR,/2)'?, 25

where £=min{z+h, 305} in meters, h is the tower
height (H + 3 for LMDCTs), and U is the prevailing
wind speed at plume centerline height. The coefficient
Cy is not dimensionless. Due to limited available
calibration data for the diffusion phase, no attempt
was made to vary Cg based on atmospheric condi-
tions. Because the plume radius has usually grown
very large by the onset of the diffusion phase, pro-
perties of the entrained air are taken as average
values around the plume periphery of the known z-
dependent ambient properties.

3.9. Equivalent flux Gaussian profiles to find visible
radius

In determining the size of the visible portion of the
plume, equivalent Gaussian profiles for temperature
and mixing ratio were used, based on the following
equations: .

T, (r)=T,+2 Tp -~ T,)exp(—r?/b?), (26)
and

X (=X, +2AX,—X,)exp[-r?/b*], (27)

where b=R{,/2. The total heat and total water ob-
tained by integrating T,(r) and X ,(r) across a plume
cross-section would be the same as taking the con-
stant values T, and X, from the center out to the
temperature radius R. Then, the condition for visibil-
ity of the plume at radius r is

Xp(r)>Q,[T,(r), p]. 28

In this Gaussian assumption, even when the average
mixing ratio is subsaturated at the average plume
temperature, X,<Q,(T,,p), the centerline mixing
ratio can be supersaturated at the central plume tem-
perature X ,(0)> Q[ 7,(0), p].

3.10. Freezing of water and thawing of ice

Physically, the liquid water in the plume will usu-
ally not freeze as soon as the plume temperature drops
below 0°C. Before spontaneous nucleation and freez-
ing can occur in a cloud water drop, some degree of
supercooling is normally necessary, except in the pre-
sence of unusually high numbers of condensation
nuclei of the proper surface chemistry. Several studies
seem to indicate that supercooling by 10°C typically
allows spantaneous nucleation to occur in the natural
atmosphere. Therefore, in the ANL/UI model, the
liquid water flux in the plume is allowed to freeze
instantaneously when the plume temperature reaches
—10°C. The plume variables X, T,,, and o are then
adjusted iteratively to satisfy conservation of total
water and conservation of the heat energy of fusion.
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Subsequently, the saturation mixing ratio is’ taken
over ice, rather than over water. If the plumetappens
to heat up again, due to rising through an inversion,
the process is reversed, and the ice is melted again to
liquid water. ’

4. CALIBRATION OF THE MODEL

4.1. Available data

The formulation of the ANL/UI model defines
eight adjustable constants that cannot be determined
directly from relevant experiments or from theory
alone. They must be_determined by fitting or calib-
rating the model to field data and/or to laboratory
data on cooling tower plume trajectories and visible
plume extent (or measured dilution ratios). These
eight constants, with the values subsequently assigned
to them, are as follows:

A (0.51) —

(water core area)/(temperature core area); <1

v (12) —u

(momentum-¢ore area)/(temperature core area);> 1
o (0.125)p

determines entrainment when cross-flow is zero

B (0.575)—

determines added entrainment for bentover plume
Cp (0.34) —» .

determines es€rainment rate in diffusion phase
Cy (0.1) —

determines ad®itional vertical drag force from wake
C,, (08 — ©

determines additional entrainment from wake

C 10 — .

determines length of Yegirculation cavity.

5

The data available to us are listed in Table 3, along
with the appropmate references. As shown in that
table, the data weee separated into two portions: the
first was used in calibrating the model’s coefficients;
the second reserved for model verification.

The field data were extensive enough to test all
parts of the ANLAUI model’s formulation, including
moisture thermodynamics, diffusion phase, and visi-
bility criteria. The single-source NDCT data come
from three sites in the U.S. and F.R.G., The site in
Liinen, F.R.G., had one tower associated with a 335-
MWe fossil unit. A larger amount of heat was released
at Chalk Point, MD, where the single tower serviced a
600-MWe fossil unit. At Paradise, KY, the single tower
cooled an 1100-MWe fossil #nit, representing the
largest heat release in this study. _.

.- On the other hand, the laboratorgsdata permitted
the testing of only the basic dynamical formulation of
the model, including pressure and wake fosces and the
entrainment assumption. The data exercise neither the
diffusion phase formulation nor the effects of moisture
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Table 3. Summary of data used in model calibration and verification

No of towers Field Site or No. of
(cells) Type or lab laboratory cases References
Calibration

1 NDCT Field Liinen 12 Bremer et al., 1973 )
1 NDCT Field! ; Chalk Point 14 Meyer, 1975; Meyer and Jenkins, 1977
1 NDCT Field Paradise 13 Slawson and Coleman, 1978
1 NDCT Lab c EDF 6 Viollet, 1977 ’
2 NDCT Lab EDF 3 Viollet, 1977
4 NDCT Lab +EDF 8 Viollet, 1977
1(6) LMDCT Lab JKannberg/Onishi 6 Kannberg and Onishi, 1978

. 7 Verification
1 NDCT Field Chalk Point Meyer and Stanbro, 1977
1 NDCT Field- Gardanne 5 Viollet, 1977
1 NDCT Field Philippsburg 13 Brog and Bhargava, 1984
1 NDCT Lab EDF 15 Viollet, 1977 :
1 NDCT Lab Pryputniewicz 3 Pryputniewicz and Bowley, 1975 -
1 NDCT Lab Davis et al. 3 Davis et al., 1977

ef

thermodynamics. Nevertheless, the laboratory data
are very useful, along with the field data, jn calibrating
the pressure force, wake, and mixing coefficients. La-
boratory data were taken in a large water flume at
Electricité de France (EDF). The models of one, two,
and four NDCTs were designed to produce realistic
tower wake effects. Each tower had a.scale model
housing, and water was withdrawn at $he tower base
at a rate equal to the heated water emitted. The single-
NDCT data with Froude number Jgdefined in the
Nomenclature) F,=0.65 were used for calibration. If
k=(wind speed)/(exit velocity), then,data having k-
values in the range of 0.5-3.0 were available, and
cases with k>1.5 showed cogsiderable tower wake
effects.

As can be seen from Table 3, the single-source
version of the ANL/UI model was calibrated using a
mixture of single-source and muliple-source data.
Some multiple-NDCT and some shagle-linear mech-
anical-draft cooling tower (LMDCT) laboratory data
were also used. (The multiple-source extensions of the
model are fully described in Part I¥of this work.) If, as
we believe, the basic physics of plume dispersion and
wake effects are correctly included in the model, then-
a single calibration for both single- and- multiple-
source versions should be possible. Our actual experi-
ence in calibration showed that we had to agcept some
degradation of predictive accuracy for each set of data
(single source and multiple sources) in order to achieve
a single optimal calibration. for both sets of data
together. Separate cali¥rations would have limited the
generality and extendability of our model, but would
have producedsamewhat better performances statist-
ics for the twd data sets.

For the NDCT data cases with two towers, the
available k-values were 1, 2, and 3; while for the

‘

NDCT data cases with four towers, the k-values were
0.5, 1, 2-and 3. The cases of multiple towers with
k>1.0 showed significant tower wake effects. The
Kannberg-Onishi data were very similar, except the
scale models were of linear mechanical-draft cooling
towers. In their single-LMDCT data sets, the avail-
able k-values were 0.6, 1 and 1.5. The latter two
k-values yielded cases with clear tower wake effects.

4.2. Calibration methodology

It seemed unwise to combine all of the available
data and to fit the full set of eight coefficients at once,
because the solution obtained could easily involve
non-physical choices of parameters. When as many as
eight parameters are varied simultaneously, there are
usually local minima that are not absolute mimima on
the goodness-of-fit surface. Therefore, our strategy
instead was to divide the data in categories from cases
containing the least complex physics to those contain-
ing the most complex physics. The eight coefficients
were then fitted in three successive stages as described
below.

4.2.1 Calibration of entrainment and radii. The two
coefficients « and § in the entrainment function and

- the radii coefficients 4 and v were determined from

only those visible plume data sets of our 39 data cases
in which entrainment produced by the plume’s own
motion through the ambient appeared to dominate
throughout plume dispersion. This subset of data
cases were required to have k-values less than 1.2 to
minimize wake entrainment; and to possess a visible
plume that disappeared during the rising phase, be-
fore atmospheric diffusion became dominant. Of the
39 data cases, 13 met these criteria; of these 13 only 10
were employed, because three gave evidence of prob-
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lems with the experimental data. The EDF Series A
laboratory data with k<1.5 were also monitored in
this phase of calibration. From this point onward,
a, f, A and v were not varied.

4.2.2. Calibration of atmospheric diffusion. Those
cases to define Cy were selected from among the 39
visible plume data cases where plumes were long and
had leveled off. Only cases where the k-value was less
than 1.2 were selected in order to avoid having the
early effects of wake dilution distort the fitting of the
atmospheric diffusion phase coefficient. There were
five such cases among the 39 visible plume data cases.
Optimal statistics were obtained when the value Cy
=0.34 (m/s)*® was used. This value is close to the
value of 0.30 obtained by Briggs (1969), who origin-
ated these assumptions for entrainment resulting from
ambient turbulence in the free neutral atmosphere.
With only five cases to fit this coefficient, we could not
easily discriminate both a fitting coefficient and an
optimal power law coefficient for the growth of plume
width. Given presently available plume data, we do
not believe the model would be improved noticeably
by using a more realistic picture of a fanning plume.

4.2.3. Calibration of tower wake effects. The remain-
ing 16 visible plume data cases had k-values above 1.2
and showed significant tower wake effects. These were
used in determing the three coefficients C,,,, C,, and
C,. Augmenting the visible plume data cases were the
selected laboratory data cases. The wake coefficients
were determined by fitting results on trajectory and
dilution of both the ANL/UI single-source model and
the ANL/UI multiple-source model (described in Part
II) to the respective laboratory data. The inclusion of
both multiple NDCT and LMDCT data in the calib-
ration process is conceptually important, becuase the
primary appeal of Halitsky’s equivalent plate formu-
lation for plume/tower wake interaction is its easy
generalization to multiple obstacle configurations.
The dual calibration approach is used to ensure that
 one set of coefficients will apply to both single- and
multiple-tower applications. Compared with the
single-source model, the multiple source model does
not have any new calibration coefficients. It differs
only in containing a set of assumptions for dealing
with the merging of plumes and for computing drag
and entrainment for plumes that do not have circular
cross-sections. Also monitored in this phase of model
calibration were the EDF Series A laboratory data
with k> 1.5, the EDF Series D and E laboratory data
for two and four NDCTs, and the Kannberg-Onishi
single LMDCT laboratory data.

We noted some conflict in the best-fit values of the
three wake-related coefficients between the EDF sin-
gle-source laboratory data and the field data. The
Reynolds numbers for the laboratory data were about
104, while those for the field data ranged around
107-108. These Re values place the laboratory cases
below the critical Reynolds number for the transition
from a laminar to a turbulent boundary layer for a
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cylinder, and the field cases above the critical value.
We feel the differences in boundary layers and conse-
quent differences in the wakes themselves explain the
conflict. However, in order to benefit from the exten-
sive laboratory data with a variety of tower housings,
we could not bias the fits in favor of field cases.
Schatzmann and Policastro (1985) in their single-
source Gaussian model that was developed somewhat
later than the ANL/UI model, undertook to para-
meterize this difference. They developed different
tower wake effect coefficients for field data and for
laboratory data. The tradeoff we experienced was
partially alleviated in their work, although the overall
performance of the Schatzmann—Policastro model
was not markedly better than the ANL/UI thodel.

4.3. Performance of the ANL/UI model for calibration
data

In each step of the calibration process that involved
the NDCT field data cases, six quantitative measures
of model petformance accuracy were monitored, be-
cause these measures had proven useful in our earlier
model validation work, and values were developed for
about 17 madels based on the calibration data base of
39 cases*’Zh'e six measures are defined as follows, the
p; represefiting the ratio of predicted plume length or
rise to gbserved length or rise:

N, =the number of cases for which

0.5<p;<20 29)

N, s=the number of cases for which
0.4<p;<2.5 (length only) 30)

(1199

N ;=sthe number of cases for which
02<p;<50 (31

Npg=the wymber of cases for which

the mduyjel failed to make a
deﬁ}eﬁ prediction 32
Py (33)
7

10g10(ﬂxog) N~ Z |10810pj| (34)_

. =t

Table 4 mdlcaés the degree of predictive accuracy
for field data cades achieved with the ANL/UI model
when it is optimally calibrated by the method de-
scribed above. This table lists the six statistical meas-
ures given in Equations (29)—(34) and standard devi-
ations abgut the means in Equations (33) and (34) for
the ANL/UI model and for four other models from
the group of models that performed best on the same
39 data cases in our p s study: the Slawson—
Wigley model (Slawson afd Wigley, 1975), the
Winiarski-Frick model (Winiarski and Frick, 1978),
the Hanna model (Hanna, 1975)"8hd the Orville
model (Orville et al., 1980). These hodels did not
encompass all of those included in the g'i‘bglp of best-
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Table 4. Predicted/observed performance measures for five of the best-performing models for both

\ plume rise (above tower) and plume length for the 39 calibration cases of field data, arranged by the
log-mean values

Model N, Nys Ns Ng p; Om Piog Olog
Rise
ANL/UL . 30 35 0 0.98 041 1.44 0.14
Winiarski-Frick - arte £ 1 31 37 0 0.83 0.36 1.49 0.13
Hanna 30 38 0 1.27 0.82 1.60 0.16
Orville - 23 35 0 1.74 1.20 1.78 0.20
Slawson—-Wigley 17 30 0 0.83 0.68 1.89 0.20
) . Length
Hanna 21: 23 27 11 1.21 0.71 1.57 0.15
Orville 20 23 32 0 1.72 1.22 1.72 0.22
Winiarski—Frick 23 27 33 0 079 0.49 1.77 0.15
ANL/UI 23 30 37 0 1.71 0.97 1.85 0.17
Slawson-Wigley .7 11 24 0 0.72 0.77 233 0.19
0, =Standard deviation of the p-distribution.
050 =Standard deviation of the |log, p;|-distribution.
A
performing models for single Npct ases in our 8 -
previous study (Carhart et al., 1982), however, they Fa4
were the only models in that group for which we were 5 aanma
able to assembile a full set of model/data gomparisons Z /T SLAWSON-WIGLEY
with calibration and verification data. er models =7 A/ TEoFoama
that seemed well formulated physically and that were 4 CANLOL
well-calibrated to single NDCT laboratory and field a / —YINIARSKIZFRICK |
data were the KUMULUS model (Moore, 19’77; Brog ~No / L
and Bhargava, 1984) and Schatzmann-Policastro 3" / . ~
model. > A e
As we can see from Table 4, the ANL/UI model is ! §
among the best-performing models for the field data. 0
It can clearly predict plume rise as well as or better
than any other model, and within atfactor of 2.0 in
75% of cases. It is very reliable under a wide range of
wind speeds, humidities, and lapgg rates, and always € o i} 2 3 A 5

yielded a definite rise predigiton for these data.
However, for plume length, the QI;IL/UI model tends
to overpredict more than does the Orville or
Winiarski-Frick model. From an environmental im-
pact viewpoint, this tendency is desirable because
such predictions are conservative. However, from a
physical point of view, such predictions must be con-
sidered somewhat more inaccurate. The model is
more reliable than any other, as judged from its N
and N, ; values. In fact, we can say that the ANL/UI
model is able to predict plume length within a factor
of 2.0 in 60% of cases and within a factor of 2.5 in 75%
of cases, though with a tendency to overpredict plume
length somewhat.

One clear strength of the ANL/UI model is its
inclusion of a definite formulation for tower wake
effects on the plume, a feature shared only by the
KUMULUS model alﬁ”the Schatzmann—Policastro
model. Only the Sch@.tzmann—Policastro model has a
more detailed @rmulation, which also include a de-
pendence on Reynolds number. The value of including
such a formulation is clearly evident in Fig. 4, which
summarizes the laboratory NDCT data from EDF.

k= Uo/wo

Fig. 4. EDF data and predictions for four best-per-
forming models for downwind distance to tenfold dilu-
tion with increasing wind speed (the quantity x, , is the
downwind distance where centerline concentration ex-
cess ratio reaches 0.1 of its initial value, AC=0.1 AC,.

The k-value was varied from 0.5 to 3.0 in five steps,
and the distance downwind at which a 10:1 dilution
occurred on the centerline was measured. Figure 4
shows the data and predictions of four of the same five
models presented in Table 4. (We could not obtain
Orville model results for these data.) The fact that the
distance to 10:1 dilution first increases with k, and
then decreases for k above about 1.5, is accounted for
only by the ANL/UI model.

To quantify model predictive performance for the
field data, we have chosen to present absolute-log-
mean values as defined in Equation (34). For the
laboratory data points, as for the field data, the ratio
p; is defined as the ratio of predicted plume rise or
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concentration to the respective observed value. The
only difference is that the plume ‘rise’ is computed
with respect to the ground, rather than with respect to
the tower top. This is necessary for the laboratory
data, otherwise the small rise values near the tower
exit would seriously distort the statistics. For the
stagnant ambient cases, the vertical velocity values are
used instead, because, in a crossflow case, these values
are physically most closely related to trajectory. The
use of the absolute-log-mean ensures that both under-
prediction and overprediction of values will con-
tribute to a ratio- greater than 1.0. In fact, when
these averages were calculated over a large number
of predicted/observed pairs, the average fractional
error in predictions for all of the models came out close
0 (Bog— 1)

Table 5 presents the value of p,,, for all five models.
The superiority of the ANL/UI model is evident, and
is due mainly to its superior tower wake formulation
for k> 1.5. Figure 5 shows a typical pair of graphs for
the most extreme case, k= 3. Among the models com-
pared, only the ANL/UI model is capable of represen-
ting the lowered trajectory due to wake suction, as
well as the increased mixing due to wake turbulence.
Also included in Table 5 values are statistics for mul-
tiple-NDCT and single-LMDCT laboratory data
(EDF series D and E and Kannberg—Onishi in cross-
flow and in-line configurations). We had available
results from only two of the other models for the
multiple-source data, which were used in the calib-
ration of the ANL/UI model. The ANL/UI model
usually produces predictions that are more accurate
than those produced by the other models. It is the
best-performing model for trajectory and dilution
among the models that were run for all single and
multiple source laboratory data (Slawson-Wigley and
Orville).

The fact that the ANL/UI model performs well
with the laboratory data gives us confidence in the
physics of its entrainment and wake formulations. All
models have been calibrated to some subset of these
field and laboratory data cases, and the better-
performing models have comparable statistics to the
ANL/UI model within statistical errors. If the model
does not do well separately for the laboratory data
cases as compared to field cases (e.g. the Orville
model), then physical effects present in the field cases
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due to water vapor may have been calibrated to offset
the effects causing only dilution and bending. How-
ever, in new cases or cases outside the range of para-
meters encountered in calibraion cases, such models
will probably not predict accurately, becuase separate
physical effects are not calibrated properly. The ANL-
/UI model should continue to show good predictive
accuracy in verification tests, because of separate cal-
ibration of force and dilution effects (using both labor-
atory data and field data), and of moisture thermo-
dynamic and atmospheric diffusion effects (using field
data).

v .

5. VERIFICATION OF THE MODEL

Once calibrated, 4 model needs to be tested further
or verified with new data not utilized in the calib-
ration phase. Good model/data comparisons for veri-
fication data give us confidence that the model can
predict new cases for which it has not been calibrated,
especially if the parameters characterizing the verifica-
tion data li€ outside the range of the parameters of
the calibration data. The data reserved to verify the
ANL/UI médel are outlined in the second section of
Table 3.

5.1. Verification field data

In the category of field data, two new Chalk Point
cases became available after the model was calibrated,
along with five cases from a small NDCT at Gar-
danne, France. At Gardanne, the tower dissipated
heat from a 250-MWe fossil-fueled plant, which is
somewhat legg. heat than was dissipated by the
smallest tower“represented in the calibration data
(Liinen). The Gardanne cases contained small satura-
tion deficits, but"tge humidity measurements were
subject to considersle error, reducing the value of
data that would oyfwise place a stringent test on
model performance. The ANL/UI and Orville models
were run for these data sets.

Also publishedsafter the ANL/UI model was calib-
rated were 13 cases from a tower dissipating heat from
a 1800-MWe fossil-fueled plant at Philippsburg,
F.R.G,, against which serveral European and Ameri-
can models were tested. The heat released by this
tower is much larger than that released in any of the

Table 5. Laboratory data values of j,,, for trajectory and dilution predictions of five models for both
calibration and verification data cases: number of trajectory cases = 23 calibration, 18 verification; number
of dilution cases =23 calibration, 21 verification

Trajectory Dilution
Model Cal. Verif. Total Cal. Verf. Total
ANL/UI 1.21 1.19 1.20 1.31 1.27% 1.29
Winiarski-Frick* 145 1.27 1.32 1.41 123 . 1.27
Hanna* 144 1.44 144 2.36 1.58 T ").72
Slawson—Wigley 1.61 145 1.54 1.7 272 ¥4
Orville 2.04 1.45 %! 334 1.60 207

* Based on 17 fewer cases.
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Fig. 5. Comparison of five best-performing models to EDF laboratory data: (top) centerline trajectory;
(Bottom) centerline dilution.

calibration cases, and the models are being tested
outside the range of parameters for which they were
calibrated. Figure 6 shows typical visible plume pre-
dictions of the ANL/UI model and the Winiar-
ski-Frick model for Philippsburg, case 9. This case
has a moderately long plume under near-neutral am-
bient conditions. The model performance statistics for
the five models compared earlier are given in Table 6
for the combined calibration and verification field
data. For the Aﬂ\lL/UI and Orville models, the statist-
ics are presented both with and without the Chalk
Point and Gardanne verification data sets. The added
difficulty that both models had with the five Gar-

danne and two Chalk Point data cases can be traced
primarily to the Gardanne data, where we believe the
larger uncertainty in r.h, coupled with small satura-
tion deficits, caused excessive errors in the predictions
of both models. We do not recommend the use of
these seven data cases in future visible plume model
calibrations or studies. Comparison of Table 6 witt
Table 4 shows that the models had very similar per-
formance statistics on the calibration cases and on th¢
verification cases, within the statistical errors indi-
cated in the tables. This consistency of predictive
performance is encouraging. However, for all rise
predictions the absolute-log-mean shows moderate
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Fig. 6. Philippsburg data case 9: comparison of visible plume with ANL/UI and Winiarski-Frick model predictions.
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Table 6. Predicted/observed performance measures for five of the best-performing models for both plume
rise (above tower) and plume length arranged by log-mean for the combined data base (39 calibration field
cases and 13 verification field caseg},

Model N, Nys Ns  Ng i Osm Prog Oiog
Rise L
ANL/UI 40 48 0 1.10 145 0.14
43 55 0 1.02 ¢ 1.53 0.16
Winiarski-Frick 40 50 0 0.90 7952 1.52 0.14
Hanna 36 49 0 149 094 1.69 0.18
Orville 30 47 0 1.81 1.14 1.8t 0.20
33 53 0 179 4 LIS 1.85 0.19
Slawson-Wi gley 27 43 0 093 0.77 1.80 0.19
Length
Hanna 25 28 32 15 1.19 . 0.71 1.57 0.15
Orville 29 35 44 0 163 [ 110 1.68 0.20
31 38 50 0 1.64 ° 1.14 1.74 0.21
Winiarski-Frick 30 38 46 0 080 ° 0.50 1.79 0.14
ANL/UI 30 37 46 2 1.74 0.98 1.81 0.18
33 41 51 2 1.73 1.00 1.81 0.18
Slawson-Wigley 11 16 33 3 0.64 0.66 2.36 0.18

Note: values for ANL/UI and Orville are also given which utilize the additional seven Gardanne and
Chalk Point cases, totalling 59 calibration and verification cases.

degradation when the verification field data are in-
cluded. For length predictions, all models except the
ANL/UI model show loss of accuracy in the absolute-
log-mean, while the ANL/UT model exhibits a slight
gain in accuracy.

TN
5.2. Verification laboratory daga

Only single-tower labaratory w were held in
reserve for model verification. (Muitiple-tower cases
available for verification are discussed in Part II of
this work.) The EDF series B data (four cases) with

0.54
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Fy=2.0 had model tower housings with H /D=0.55
and k-values of 0.3, 0.6, 0.8 and 1.0. These values
represent typical dimensionless parameters for a cir-
cular MDCT, for which an effective single source is
usually expected to yield a good approximation. On
the other hand, the series C EDF data with F =04
clearly represent a NDCT. Series C data exhibit strong
effects of the tower wake, because they include k-
values between 3 and 5. This series also includes one
pure momentum jet case with F,=50 and k=2.5.

Data taken in a stagnant ambient with neutral
stratification are very useful in testing the calibration
of one of the two entrainment coefficients () apart
from other considerations but as a function of Froude
number. Since there is no trajectory, the vertical velo-
city measurements are used instead; the dilution data
are available as they are for the crossflow cases. The
nine stagnant ambient cases represent three from
EDF, three from Pryputniewicz and Bowley (1975),
and three from Davis et al. (1977). Fhe three EDF
cases had F,=0.55, 1.1 and 2.4, and for these cases the
velocity decay predictions were used in place of the
trajectory predictions in the performance statistics.
For the three cases of Pryputniewicz data, also in a
water flume with heated effluent, only dilution values
were presented, and no velocity predictions could be
compared. The Fy-values were 1, 2 and 4. The Davis
et al. (1977) data were taken with salt water issuing
into fresh water to achieve buoyancy. Froude num-
bers were 1.5, 3 and 6.

The five models compared earlier in their per-
formance for the calibration laboratory data were
also run for the verification laboratory data. Again,
the value of p,,, was computed as an overall measure
of model predictive accuracy. The values are included
in Table 5 for predicted trajectories -and dilutions,
respectively, as well as the values for the combined
calibration and verification ¢¥ta. As shown, the
Winiarski-Frick model performsynore accurately for
the verification data than for the calibration data,
especially for the dilution data. For the verification
dilution predictions, the Winiarski—Frick model
achieves the same predictive accuracy as does the
ANL/UI model. This is not surprising, because, in
calibrating their model, Winiarski and Frick relied
heavily on some of these stagnant ambient cases. Also,
the competitive performances of the Winiarski—Frick
model and of the Hanna model are difficult to deter-
mine from these numbers, because these two models
were not formulated to make predictions for the mul-
tiple-source laboratory cases. Thus, their statistics
exclude a number of cases that other models. had
difficulty with, and, for the Winiarski—Frick model,
included cases to which the model was calibrated.

For the verification data comparisons, the ANL/UI
model again showed superior ability to predict the
observed trajecttifes, especially in cases of large k
(large wake effects), and competitive ability to predict
dilutions.

R. A. CARHART and A. J. POLICASTRO

6. CONCLUSIONS

This paper has presented the theory, calibration,
and verification of a new state-of-the-art integral
model for predicting cooling tower plume rise and
dispersion. The ANL/UI plume dispersion model has
been embedded in an integrated set of computer codes
that can perform seasonal/annual environmental im-
pact assessment, including visual plume impact, drift
deposition, fogging, icing and shadowing (Policastro
et al., 1984). The system, called the Seasonal/Annual
Cooling Tower Impact Prediction Code (SACTIP),
uses readily available data from the U.S. National
Climatic Center in Asheville, NC, and allows aver-
aging over extended periods of data, from 1 to 5 yr or
more. In that system, frequency-of-occurrence statist-
ics are first computed from the full set of meteorologi-
cal records, and the statistics are then used to deter-
mine a set of about 35 representative categories of
plumes and average meteorological conditions for
each category. Next, the ANL/UI model described in
this paper is used to run detailed predictions for the
average meteorological conditions and average exit
conditions of each category for up to five significantly
different wind directions determined from the actual
source configuration. Finally, each set of category-
representative detailed case predictions are distributed
according to frequency-of-occurrence by wind direc-
tion of that category. In this way the superior predic-
tions of an integral model such as the ANL/UI model
can be readily used to predict environmental impacts
of cooling towers and similar sources.

For field data cases, we have seen that the ANL/UI
model is able to predict visible plume rise within a
factor of 2.0 in 75% of cases, and visible plume length
within a factor of 2.5 in 70% of cases. For laboratory
data cases, the absolute-log-mean error in trajectory
predictions was 20% of rise above the ground. The
absolute-log-mean error in dilution predictions was
30%. Such levels of predictive accuracy can now be
considered state-of-the-art for one-dimensional integ-
ral models. Several other models can achieve this
accuracy of prediction for single-source field and la-
boratory cases, but none of them has a separate
methodology for multiple-source cases. To achieve
accurate prediction for multiple sources, a model
must have the ability to follow each emerging plume
until they have all joined into a single plume. This is
especially the case when NDCTs occur in separated
clusters, or when MDCTs are long or more than one
MDCT housing is present.

If further field or laboratory studies are planned to
test and validate cooling-tower plume models, the
experiments should develop a number of cases with
high k-values to further test the adequacy of the
formulation of tower wake effects in predicting dilu-
tion and trajectory. Actual mixing measurements in
the wake would be very helpful. Also, a variety of
cases with conditional instability in the ambient
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should be included with a variety of dimensionless
parameters, as well as cases where the visible plume
enters the atmospheric diffusion phase and is carefully
documented as to extent and length in that phase. Any
further developments in the accuracy of the individual
parametrizations used in the model should be in-
cluded as they become available. Eventually the
ANL/UI model should be recalibrated and reverified
with an expanded data base.
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